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Abstract

In light water reactor (LWR) nuclear power plants, the re-
actor pressure vessel (RPV) plays an essential safety role,
and its integrity must be ensured during a variety of tran-
sient loading conditions. These can include off-normal
conditions such as a pressurized thermal shock (PTS), as
well as transients encountered during normal startup, shut-
down, and testing of the reactor. Exposure to irradiation
and elevated temperatures embrittles the RPV’s steel over
time, making it increasingly susceptible to failure due to
propagation of fractures that could initiate at the loca-
tions of flaws introduced during the manufacturing pro-
cess. As long-term operation scenarios are being consid-
ered for LWRs in the United States, it is important to have
a flexible simulation tool that can be used to perform prob-
abilistic evaluations of RPV integrity under a wide variety
of conditions and incorporate improved predictive mod-
els of RPV steel embrittlement. The Grizzly code is being
developed to meet these needs. This paper describes Griz-
zly’s modular architecture, provides results of benchmark-
ing studies of various components of Grizzly, and demon-
strates the application of Grizzly on a model that includes
plume effects that are difficult to represent in other codes
being used in current practice.

1 Introduction

Nuclear light water reactors (LWRs) currently supply ap-
proximately 20% of the electric power generated in the
United States [1]. As this fleet of reactors ages, many
of the systems, structures, and components that comprise
these facilities experience age-related degradation due to
a variety of phenomena, some of which are specific to nu-
clear environments, but many of which are due to environ-
mental conditions observed in a variety of civil and indus-
trial facilities. To ensure the long-term sustainability of
the nuclear generating capability in the United States, the
U.S. Department of Energy’s LightWater Reactor Sustain-
ability (LWRS) program is supporting research to improve
the understanding of these aging mechanisms. As part of
this effort, the Grizzly code is being developed as a plat-
form to simulate the progression of aging mechanisms in
LWR systems, components, and structures, and to assess
their ability to safely perform their intended engineering
functions after being subjected to aging.

The reactor pressure vessel (RPV) plays an essential
role in ensuring the safety of an LWR plant during both
normal and off-normal conditions. It serves a structural
role in supporting and containing the reactor core, and as
part of the primary coolant loop serves as one of the barri-
ers (which also include the nuclear fuel cladding and sec-
ondary containment system) to the release of fission prod-
ucts to the environment. RPVs are massive structures, ap-
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proximately 12 m high, 2 m in radius, and 0.2 m thick in
the case of a pressurized water reactor (PWR). They can
contain a potentially large number of flaws introduced dur-
ing the manufacturing process. These flaws generally do
not pose a concern during normal operation, but during
a transient event, there is a potential safety concern that
the elevated stresses during that event may be sufficient to
result in the initiation and propagation of fracture at one
of those flaws. Pressurized thermal shock (PTS) scenarios
are among the most aggressive of these transient events
because the RPV is simultaneously subjected to a rapid
cool-down and internal pressure.
Over time, as it is exposed to fast neutrons and elevated

temperatures, the ferritic steel that the RPV is composed
of becomes increasingly brittle, which makes it more sus-
ceptible to fracture. The steel is temperature-dependent,
behaving in a more brittle manner at low temperatures and
in a ductile manner at higher temperatures. During a PTS
event, at the same time that the material in an embrittled
RPV is subjected to elevated stresses due to thermal gradi-
ents and internal pressures, its toughness is decreased due
to the combined effects of embrittlement and being at a
lower temperature. In making decisions regarding long
term operation of an existing reactor, the ability of the
RPV to withstand postulated transient events with suffi-
cient safety margin given the projected progression of em-
brittlement over time must be ensured.
In prioritizing research needs for Grizzly development,

initial emphasis has been placed on RPV and concrete
structure degradation [2] because issues with either could
potentially limit the life of a nuclear power plant due to the
extreme difficulty of their replacement.
The problem of assessing RPV fracture under long

term operation conditions spans multiple length and time
scales. There is abundant data on the progression of
RPV steel embrittlement spanning the lifetime of the exist-
ing reactor fleet taken from surveillance coupons exposed
to the same conditions as the reactor, and embrittlement
models (e.g. [3]) based on this data are valid for irra-
diation times up to the time span of that data. As part
of the Grizzly effort, models are being developed at the
atomistic and grain scales to improve confidence in pre-
dictions of the progression of RPV steel embrittlement un-
der long-term exposure to the reactor environmental con-
ditions over multiple decades. Performing an engineering
evaluation of an RPV under transient conditions requires
evaluating its global thermo-mechanical response to tran-
sient events that occur over the course of tens or hundreds
of minutes, and performing engineering fracture mechan-
ics evaluations of many individual flaws with length scales
ranging from the order a millimeter to tens of millimeters.
There are currently multiple codes that can perform

probabilistic fracture mechanics (PFM) analysis of RPVs.
A survey by [4] assessed the relative capabilities of sev-

eral codes. Of the codes surveyed, PASCAL [5] and FA-
VOR [6, 7] are the most mature and widely used, and can
be considered the state of the art. These codes focus on
the beltline region of the RPV, using a one-dimensional
(1D) finite element model to represent its global thermo-
mechanical response assuming that the RPV behaves as
an infinite cylinder. Fracture analysis in these codes is
performed using influence coefficient techniques, which
permit accurate and extremely rapid computation of stress
intensity factors based on through-wall stress profiles and
coefficients obtained from detailed analysis. This is essen-
tial, because theMonte Carlo techniques employed to eval-
uate the probability of failure given a population of flaws
evaluate the fracture parameters for a very large number
of flaws, and performing a direct analysis of that many 3D
flaw models would require an unfeasible amount of com-
putational resources.

As part of the broader effort to develop tools for assess-
ing integrity of a variety of LWR plant components, an
engineering-scale PFM capability, which is described in
this paper, is being developed in the Grizzly code. Sim-
ilar to other codes such as FAVOR, Grizzly has facili-
ties to compute the global thermo-mechanical response
of an RPV under transient loading, and then to perform
PFM analysis of a population of flaws using the stresses
computed in the global thermo-mechanical analysis in
two separate stages. Grizzly uses a tightly-coupled mul-
tiphysics, multidimensional finite element solver to com-
pute the global RPV response. It employs Monte Carlo
sampling and influence coefficient techniques for its PFM
analysis. Grizzly currently only considers crack initiation
based on linear elastic fracture mechanics, and does not
yet consider several important phenomena, such as warm
prestressing, crack propagation and arrest, and plastic ef-
fects, although its architecture will permit including these
capabilities in the future.

The overarching goal of Grizzly PFM development is to
provide a modern, flexible tool that can be used to make
the material embrittlement research being conducted by
the LWRS program available to end users for engineering
analysis of RPVs. Some specific design aspects of Grizzly
to that end that differentiate it from other codes are sum-
marized below:

Modular Architecture A major driver for the develop-
ment of Grizzly is the need to have a modern computa-
tional platform that can be flexible enough to accommo-
date a variety of models and modeling assumptions. Griz-
zly is based on the open-source MOOSE multiphysics fi-
nite element framework [8], which provides a set of in-
terfaces that make it straightforward to develop applica-
tions that add physics model in a modular fashion. Grizzly
follows that same modular philosophy in its design, em-
ploying an object-oriented modular architecture that read-
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ily permits the incorporation of new models for various
parts of the RPV analysis problem.

Multidimensional Capability The existing state-of-the
art codes permit the global RPV response to be represented
only as that of an infinite cylinder using a 1D axisymmetric
model. A variety of effects of interest can only be repre-
sented effectively using a higher-dimensional representa-
tion of the vessel. These include behavior in the nozzle re-
gion and coolant plume effects, which have been shown by
[9] to be potentially significant. Grizzly is based on an in-
herently multidimensional finite element framework, and
can represent the global RPV thermo-mechanical response
using model dimensionality appropriate for the problem,
and use results from that model in fracture evaluations.

General Flaw Geometry The reduced order represen-
tations currently used to compute fracture parameters on
flaws are limited to consider only flaws aligned with the
axes of the RPV. Recent experiences with the Belgian
Doel 3 and Tihange 2 Nuclear Power Plants, where ul-
trasonic inspection revealed the presence of quasi-laminar
flaws [10], has highlighted the need for a capability to sim-
ulate off-axis flaws. This is not the focus of the present pa-
per, but Grizzly has comprehensive capabilities for evalua-
tion of fracture integrals on flaws with arbitrary geometry.

High Performance Computing Two or three dimen-
sional (2D or 3D) evaluation of the global RPV response
can be computationally expensive, as is also the case for
Monte Carlo simulations involve large numbers of random
realizations of flaw populations. Being based onMOOSE,
Grizzly provides access to parallel computation capabili-
ties to greatly accelerate these computations using modern
multiprocessor workstations and high performance com-
puting platforms, both for computing the global RPV re-
sponse to a transient as well as for PFM calculations.
This paper describes the architecture and workflow of

the Grizzly code, demonstrates benchmarking of various
aspects of Grizzly against reference solutions, and demon-
strates the application of Grizzly to a problem where
coolant plume effects are considered, which requires a
multidimensional capability.

2 Problem Summary and Analysis
Components

Before describing the details of the Grizzly implementa-
tion, it is useful to provide a high-level summary of the
procedure for PFM analysis that is common to multiple
PFM codes, and is also used by Grizzly. This procedure

can be broken into three main phases that are performed
sequentially:
1. Global RPV thermo-mechanical response
2. Probabilistic fracture analysis
3. Post-processing of probabilistic results

A key assumption in this process is that individual flaws
have a negligible effect on the global thermo-mechanical
response of the RPV, so that it can be modeled assuming
that there are no flaws present. Once the stress and temper-
ature fields from the global RPV model are available, they
can be used as inputs for fracture evaluation at individual
flaws. The results from these individual flaw analyses are
then aggregated to compute statistical quantities of interest
for a population of flaws.

2.1 Global Thermo-Mechanical Response
During a transient event, the stresses in an RPV are driven
by both the effects of coolant temperature and pressure. As
the vessel is flooded with coolant during a PTS event, the
inner surface is rapidly cooled, leading to tensile stresses
on the vessel interior due to thermal contraction of the ma-
terial, which are balanced by compressive stresses on the
vessel exterior. Pressurization of the vessel causes tensile
stresses through the wall of the vessel.

Both stress and temperature fields are necessary for
fracture evaluation. Because the deformation of the vessel
is relatively small, it has little effect on the thermal solu-
tion, so this can be treated as a one-way coupling problem,
where temperature fields are first computed, and then used
as inputs for a mechanical solution.

Thermal response of the RPV is governed by the follow-
ing form of the heat equation, which includes terms due to
transient and conductive behavior, and neglects volumet-
ric heating:

�Cp
)T
)t
+ ∇ ⋅ q = 0 (1)

where � is the density, Cp is the specific heat, T is the
temperature, t is time, and the heat flux q is

q = −k∇T , (2)
where k is the material’s thermal conductivity. Both k and
Cp vary as functions of temperature.

The mechanical response is computed to meet the equi-
librium condition, where body forces can be neglected:

∇ ⋅ � = 0 (3)
where � is the Cauchy stress tensor. Small strain assump-
tions are valid, so the strains " can be computed as a func-
tion of the displacement vector u:

" = 1
2
(

∇u + (∇u)T
) (4)
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A linear elastic constitutive model can be employed to
compute the stress:

� = E ∶ (" − "th) (5)
where E is the elasticity tensor and "th is a tensor con-
taining the thermally induced strains. The coefficient of
thermal expansion driving the thermally-induced strains
varies with temperature, and must be properly accounted
for according to the procedures described in [11].
The finite elementmethod is typically employed as a nu-

merical discretization technique to solve these partial dif-
ferential equations. The RPV could be represented in 1D,
2D, or 3D, but a 1D axisymmetric representation is com-
monly used for computational efficiency and simplicity. If
a 1D axisymmetric representation is employed, it is im-
portant to properly represent the mechanical deformation
in the axial direction. A generalized plane strain condition
should be employed, which constrains planar sections to
remain planar, but allows for free expansion. In addition,
a pressure to balance the applied coolant pressure must be
applied in the axial direction.

2.2 Reduced-Order Models for Fracture
Analysis

Once the global RPV response is computed, the computed
stresses and temperatures can be used to evaluate the like-
lihood of fracture initiation and arrest. Deterministic or
probabilistic procedures can be employed. Because the
nature of the flaw population and the local material prop-
erties are uncertain, a probabilistic approach to evaluate
the likelihood of fracture is warranted, and is used in the
present effort.
In a probabilistic approach to evaluate the flaw popula-

tion in an RPV, a large number of random realizations of
potential flaw populations may be needed, which requires
an efficient procedure for evaluating fracture parameters
at flaws. Linear elastic fracture mechanics is typically em-
ployed, which is based on the deterministic calculation of
the mode-I stress intensity factor KI . In general, numeri-
cally evaluatingKI for a given flaw configuration requires
running a detailed 2D or 3D finite element analysis of that
flaw and evaluating fracture integrals. Performing such
analyses for each individual flaw in a probabilistic evalua-
tion of the flaw population would be prohibitively compu-
tationally expensive. Instead, these calculations are typi-
cally performed using the influence coefficient procedure
originally proposed by [12], which takes advantage of the
fact that contributions to KI from the individual compo-
nents of a polynomial expansion of the far-field stress ap-
plied to a crack can be linearly superimposed.
In this technique, the through-wall distribution of the

stress component normal to the crack � as a function of

the depth a′ relative to the flaw depth a is described by a
cubic polynomial:

�
(

a′

a

)

= C0+C1

(

a′

a

)

+C2

(

a′

a

)2
+C3

(

a′

a

)3
(6)

where the Ci terms are the polynomial coefficients of the
stress distribution. KI can then be expressed as:

KI =
3
∑

i=0
CiKi

√

�a (7)

where Ki are stress intensity factor influence coefficients
(SIFICs). A given SIFIC Ki can be computed by eval-
uating KI when applying the stress expansion of Equa-
tion 6 with all polynomial coefficients set to 0 except
for Ci. These SIFICs can be evaluated for specific flaw
geometries, and a variety of techniques can be used to
evaluate them within a parameter space [13]. This ap-
proach is adopted by the ASME Boiler & Pressure Ves-
sel Code, which provides formulas for computing SIFICs
for surface-breaking and subsurface (embedded) flaws in
Section XI, Article A-3000 [14]. It should be noted that
the polynomial stress expansion can be expressed either
in terms of depth relative to flaw depth, as in Equation 6
or the total wall thickness if an adjustment is made to the
SIFICs.

An important consideration for RPVs is that for surface-
breaking flaws, the stresses in the cladding can differ sig-
nificantly from the base-metal stresses due to differences
in the thermal expansion coefficients of those materials,
and should be considered in the calculation of KI . The
principle of superposition can again be applied to com-
pute KI as the summation of the contributions of the base
metal KIbase and cladding KIclad :

KI = KIbase +KIclad (8)
This technique is employed by FAVOR, which uses a set
of SIFICs for cladding that have been developed from de-
tailed finite element models of various flaw geometries.
The stress coefficients used in these calculations reflect
the difference between the cladding and extrapolated base
metal stresses.

The residual stresses that remain after post-welding heat
treatment can have an important influence on the stress
intensity factor for flaws in weld regions. These can be
included by superimposing residual stresses on those due
to the thermo-mechanical response to a transient load-
ing. FAVOR uses residual stress distributions obtained
by performing finite element simulations of experiments
that measured the deformation of slots cut in experimen-
tal weld specimens. This feature is not yet implemented
in Grizzly, but including this effect in the same manner is
straightforward. Alternatively, residual stresses could be
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represented in Grizzly by directly simulating steps of the
welding process in a 3D global RPV model prior to sub-
jecting it to a transient loading.

2.3 Embrittlement Model
RPV embrittlement occurs due to the effects of damage to
the crystal structure by fast neutrons and by the formation
of precipitates, both of which serve to harden the material
and decrease its fracture toughness. Modeling the pro-
gression of the fundamental underlying phenomena and
their effects on the microstructure, and then accounting for
their effects on engineering properties is a complex multi-
scale problem. For PFM analyses, it is essential to have a
model that can be rapidly evaluated to permit the analysis
of a large number of flaw realizations. The EONY model
[3, 15] is a widely accepted physically motivated model
that is calibrated to an extensive database of testing results,
and is used in the FAVOR code. The embrittlement is rep-
resented by the shift in the reference nil-ductility transition
temperature RTNDT.Because of the shielding effects of the RPV steel, the
fast neutron fluence varies through the RPV wall thick-
ness, with significantly higher values (and hence, signif-
icantly higher embrittlement) on the inner surface of the
RPV. In the absence of detailed neutron transport analy-
sis, the attenuation law of [16] provides a simple exponen-
tial equation for the through-wall fluence decay that can be
readily used for this purpose.

2.4 Probabilistic Fracture Analysis
A probabilistic fracture analysis can be performed on ei-
ther a single flaw or on a collection of flaws. For a single
flaw, the temperature-dependent Weibull statistical model
for the conditional probability of fracture initiation (CPI)
employed by FAVOR can be expressed as:

CPI(KI ) = 1 − exp
(

−

[

KI − aKIC
bKIC

]cKIC
)

(9)

if KI > aKIC , otherwise CPI = 0. The a, b, and c coeffi-
cients in this equation are temperature-dependent:
aKIC (ΔTrel) = 21.26 + 9.159 exp(0.0406ΔTrel) (10)
bKIC (ΔTrel) = 17.15 + 55.09 exp(0.0144ΔTrel) (11)

cKIC = 4.0 (12)
ΔTrel is T − RTNDT, where T is the current temperature.
KI , aKIC , and bKIC are all in units of MPa√m, and tem-
peratures are in °C.

Figure 1 graphically illustrates the dependence of CPI
on temperature and KI . As KI increases or the temper-
ature decreases, CPI increases. Because temperature and

Figure 1: Conditional probability of initiation (CPI) as a
function of temperature and KI

KI vary over time, CPI varies over time. During a given
transient event, the probability of fracture initiation at a
given flaw is the maximum value of CPI over that tran-
sient.

A given RPV contains a population of many flaws, and
ultimately, the quantity of interest is the aggregate CPI, or
CPIRPV for initiation of fracture at any of the flaws given
the occurrence of a given transient, which is computed as:

CPIRPV = 1 −
nflaw
∏

i=1
(1 − CPIi) (13)

where nflaw is the number of flaws in the RPV, and CPIi isthe maximum CPI for flaw i during that transient.
The set of postulated transients that could occur during

off-normal conditions can vary widely in their likelihood
of occurrence. Severe transients that cause high CPIRPVoften have low probabilities of occurrence. Computing an
overall probability of failure of an RPV involves taking
the sum of the products of CPIRPV and the likelihood of
occurrence of each transient.

2.5 Uncertainty Quantification
In practice, there is uncertainty in the geometric charac-
teristics of the flaw population, in the material properties
that affect fracture toughness, and in the neutron fluence.
Random sampling can be used to quantify the mean value
and uncertainty of CPI for a given RPV and transient.

FAVOR employs a two-level Monte Carlo sampling
scheme for this purpose. At the outer level, a series of
realizations of RPVs are generated. Each RPV realiza-
tion consists of samples of global variables, steel chem-
istry parameters that apply globally to the major regions
of the RPV, and a random flaw population whose geomet-
ric characteristics are defined by probability distributions.
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A different number of flaws is generated for each RPV re-
alization. At the inner level, steel chemistry parameters
are generated for each of the flaws in an RPV realization.
These are local perturbations to the global properties of
the major region (plate, weld, fusion zone) in which they
are located.
Given these randomly generated parameters for the set

of flaws, the local RTNDT for each flaw is computed and
CPI can be computed for each flaw. Each RPV realization
represents a defensible potential state of the RPV, and CPI
is computed for each such realization. A sufficiently large
number of RPV realizations is evaluated to compute the
mean and standard deviation of CPI. In a post-processing
phase, these are multiplied by the probabilities of occur-
rence of the transients.
It should be noted that the conditional probability of

failure (CPF) can also be computed in a similar man-
ner to CPI. CPF is the probability of fracture propagat-
ing through the vessel, conditional on occurrence of the
given transient loading. CPF accounts for the fact that
some flaws can self-arrest when they reach a zone of de-
creased tensile stress, and is always equal to or lower than
CPI. Grizzly does not yet have a crack propagation and
arrest capability, so it does not currently compute CPF.
The procedures used by FAVOR to sample the param-

eters describing populations of flaws in the RPV realiza-
tions are provided below for flaw geometry (Section 2.5.1),
chemistry (Section 2.5.2), and unirradiated RTNDT (Sec-
tion 2.5.3).

2.5.1 Flaw Geometry Sampling

The geometric parameters sampled for individual flaws in-
clude the inner and outer depth of the flaw, the aspect ratio,
and the flaw orientation. These are generated by FAVOR
using files that define a set of distributions of flaw den-
sity, depth, and aspect ratio. These files are generated us-
ing the VFLAW tool developed by Pacific Northwest Na-
tional Laboratory as part of the NRC’s PTS Re-Evaluation
Project [17], which are based on data described in [18].
These flaw population characterization files contain a

set of 1000 tables of data, each of which is a unique distri-
bution of the flaw population. These distributions define
the density of flaws of a given through-thickness dimen-
sion, and for each dimension bin also define the distribu-
tion of the aspect ratio of flaws having that dimension. In a
PFM analysis, the first 1000 RPV realizations use the first
1000 flaw distributions sequentially, after which the flaw
distributions are re-used in sequence.
Three separate files are used to define distributions of

embedded flaws in plates and welds, and surface break-
ing flaws (which can be in either plate or weld regions).
The generated flaws can be oriented in either the axial
or circumferential directions. In plate regions, the em-

bedded flaws have equal probabilities of having axial or
circumferential orientations. In weld regions, embedded
flaws are oriented to align with the weld orientation. Inner
surface-breaking flaws are all assumed to be in the circum-
ferential orientation because of the process of applying the
cladding, while outer surface-breaking flaw orientations
are determined in the same manner as described above for
embedded flaws.

2.5.2 Chemistry Sampling

The content of the alloying elements Cu, Ni, Mn and P
is sampled, and the sampled contents are used as input in
the EONY embrittlement model.By convention, sampled
variables are indicated with a ⋅̂ symbol and the ← sym-
bol indicates sampling from a distribution with the set of
parameters defining that distribution specified in parenthe-
ses.

The user provides the following input:
• For each subregion: best estimates in weight% of the

chemistry content: Cusubr, Nisubr, Mnsubr, Psubr
• Standard deviations of normal distributions for weld

chemistry content: �Cu,RPV, �Ni,RPV, �P,RPV
• Standard deviations of normal distributions for plate

chemistry content: �Cu,RPV, �Ni,RPV, �P,RPV
For each RPV realization, the global standard deviation

of Mn (in wt%) is sampled. For plates:
�̂Mn,RPV ← Weibull(0, 0.06933, 2.4708)

for forgings:
�̂Mn,RPV ← JSB(0.00163, 0.03681, 0.83358, 1.15153)

where JSB is the JohnsonSB distribution. The global stan-
dard deviations of Cu, Ni, and P are assumed to be con-
stant, so they are not sampled.

For each subregion of the RPV realization, the global
subregion chemistry content is sampled. For plate and
forging subregions, the content is sampled from normal
distributions (denoted as  ()) from user-defined input:

Ĉusubr ←  (Cusubr, �Cu,RPV)
N̂isubr ←  (Nisubr, �Ni,RPV)
M̂nsubr ←  (Mnsubr, �̂Mn,RPV)
P̂subr ←  (Psubr, �P,RPV)

For weld subregions, the standard deviations of the nor-
mal distributions for Cu, Ni andMn are sampled from spe-
cific normal distributions. The subregion chemistry con-
tent is then sampled from normal distributions defined by
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the best estimate means and the sampled standard devia-
tions.
�̂Cu ←  (0.167 × Cusubr,min(0.0718 × Cusubr, 0.0185))
�̂Ni ←  (0.029, 0.0165)
�̂Mn ← Weibull(0.01733, 0.04237, 1.83723)

Ĉusubr ←  (Cusubr, �̂Cu,subr)
N̂isubr ←  (Nisubr, �̂Ni,subr)
M̂nsubr ←  (Mnsubr, �̂Mn,subr)
P̂subr ←  (Psubr, �̂P,subr)

For each flaw, the local chemistry is calculated as the
sum of the global chemistry and a small local variability.
Mn has a larger local variability and is sampled from a
normal distribution.

Ĉuflaw = Ĉusubr + Δ̂Cu
N̂iflaw = N̂isubr + Δ̂Ni
M̂nflaw = (M̂nsubr, �̂Mn)
P̂flaw = P̂subr + Δ̂P

For plates, the local variability is calculated by:
Δ̂Cu ← Logistic(−3.89 × 10−7, 0.00191)
Δ̂Ni ← Logistic(−1.39 × 10−7, 0.00678)
Δ̂P ← Logistic(1.3 × 10−5, 0.000286)
�̂Mn ← JSB(0.00163, 0.03681, 0.83358, 1.15153)

For welds, the local variability is calculated by:
Δ̂Cu ← Logistic(6.85 × 10−8, 0.0072)
Δ̂Ni ← Logistic(−0.0014, 0.00647)
Δ̂P ← Logistic(3.27 × 10−6, 0.000449)
�̂Mn ← JSB(0.00163, 0.03681, 0.83358, 1.15153)

2.5.3 RTNDT Sampling

The transition temperature RTNDT characterizes the
irradiation-induced embrittlement of the RPV steel. The
shift in RTNDT, ΔRTNDT, compared to the unirradiated
value, RTNDT(0), is estimated using the EONY model
based on the sampled chemistry content of the steel and
the neutron fluence at the depth of the flaw. RTNDT for
each flaw is calculated using the formula:

RTNDT = R̂TNDT(0) − R̂T epistemic + Δ̂RTNDT (14)
The epistemic uncertainty, RTepistemic is included to ac-count for the difference between values of RTNDT and T0

estimated directly from fracture toughness data using the
Master Curve method [6]. The magnitude of RTepistemicis sampled once for each subregion of an RPV realization
from a distribution given by:

R̂T epistemic =Weibull(−29.5, 78.0, 1.73) (15)

For each flaw, R̂TNDT(0) is sampled from a normal dis-
tribution defined by the mean RTNDT(0) and standard de-
viation �RTNDT(0) of the subregion (input by the user).

R̂TNDT(0) = (RTNDT(0), �RTNDT(0) ) (16)

3 Grizzly implementation Details

3.1 High Level Workflow
The goal of the development of engineering-scale PFM
capabilities in Grizzly is to provide the same capabilities
offered by current state-of-the-art PFM codes in a modern
modular computational framework that readily permits in-
cluding higher-dimensional effects, use on multiprocessor
computers, and incorporation of embrittlement models be-
ing developed by the LWRS program. As such, the over-
all workflow in Grizzly is very similar to that described
above. The FAVOR code served as a template for the
Grizzly PFM algorithm design, and results from Grizzly
models should be able to closely match FAVOR results.
This has been ensured during the development process by
benchmarking individual components of Grizzly against
their FAVOR counterparts.

As with other PFM codes, a Grizzly RPV analysis con-
sists of two phases: a global thermo-mechanical analysis
of the RPV to a given transient, and a PFM analysis that
can either consider a set of flaws with prescribed parame-
ters, or a set of randomly sampled RPV realizations from
which statistics are computed. These two phases are both
performed using the same Grizzly executable, but a differ-
ent set of modules are activated in these phases.

3.2 Global Thermo-Mechanical Analysis
To compute the global RPV transient response, Grizzly
does not impose restrictions on the dimensionality of the
model employed, but allows the user to create a 1D, 2D,
or 3D finite element mesh to represent the RPV geome-
try. The MOOSE framework was designed to support ar-
bitrary model dimensionality. An extensive capability for
modeling general coupled thermal andmechanical physics
has been developed in the common physics modules that
are included with the open-source MOOSE framework.
MOOSE’s development was originally largely motivated
by the needs of the Bison fuel performance code [19],
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which is also based on MOOSE, and Grizzly makes use of
these common capabilities that are used bymultiple codes.
The standard way to solve coupled physics models in

MOOSE is to solve for all field variables in a tightly cou-
pled manner by solving a single system of equations that
contains all variables. These can alternatively be solved
in a loosely coupled fashion. The relative merits of these
two approaches were evaluated in [20] for multiple classes
of problems, including the RPV global response. It was
shown that because the RPV problem involves essentially
one-way coupling between the thermal and mechanical
models, it can be solved slightly more efficiently using
loose coupling. This is in contrast to other problems that
involve stronger two-way feedback between those models,
which are solved significantly more efficiently using tight
coupling. Tight coupling is the more straightforward of
these approaches to use in MOOSE, and it is employed
in standard Grizzly global RPV response calculations for
convenience rather than efficiency.
Figure 2 shows snapshots of the stress contours for a

representative RPV subjected to a PTS transient repre-
sented using full 3D, 2D planar, and 1D axisymmetric rep-
resentations in Grizzly at the same point in time. The 1D
and 2D models represent the response of a vessel that ex-
tends infinitely in the axial direction, and closely repro-
duce the behavior of the global model in the beltline re-
gion. The 2D planar and 1D axisymmetric models both
employ generalized plane strain conditions to allow ax-
ial expansion and contraction, but force planar sections
to remain planar. The lower dimensional models require
significantly lower computational resources than the 3D
model, and are appropriate for investigating many scenar-
ios of interest.
The beltline region of the RPV in these models has an

inner radius of 2.197 m. The total wall thickness is 21.92
cm, including a 4.064 mm thick layer of stainless steel
cladding. The PTS transient used for this simulation ap-
plies the representative global temperature and pressure
histories shown in Figure 7 which are used later in this
paper for benchmarking PFM calculations. Temperature-
dependent functions for the coefficient of thermal expan-
sion of the base metal and cladding used in the FAVOR
example problem suite are used here. These are mean
thermal expansion functions with a reference temperature
of 21.1°C. A stress-free temperature of 253.3°C is as-
sumed, and the initial coolant temperature in the transient
is 286.0°C.

3.3 Reduced Order Models for Fracture
Analysis

Grizzly makes use of the influence coefficient approach
summarized in Section 2.2 to compute time histories of
KI for embedded and surface-breaking flaws. For both

3D
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1D Axisymmetric

Figure 2: Results of 1D axisymmetric, 2D planar, and 3D
Grizzly models of the global response of a PWR RPV at
a point in time during a PTS event. 1D and 2D models
represent the response on the plane in the beltline region
shown by the dark line in the 3D model, and match the
behavior of the 3D model on that plane.

axial and circumferential surface-breaking flaws, the pro-
cedure of Section XI, Article A-3000 of the ASME Boiler
& Pressure Vessel Code [14] is used to compute SIFICs.
This includes the updates documented in [21, 22] for axial
flaws that first appeared in the 2017 version of the code.
These are used in conjunction with the cladding SIFICs
used by FAVOR Version 16.1 to account for the effect of
stresses in the cladding. It should be noted that FAVOR
16.1 does not directly use the A-3000 SIFICs for all cases
pending verification of these relatively newmodels against
benchmark solutions. Grizzly can directly use the A-3000
SIFICs for all surface-breaking flaws, and it also provides
a compatibility option to use the same SIFICs as FAVOR
16.1 for most flaw geometries.

For embedded flaws, Grizzly uses the procedure of FA-
VOR 16.1 documented in [6]. This is based on superposi-
tion of membrane and bending components of the stress,
and uses the procedure developed by [23] to analytically
compute the membrane stress correction factors in Section
XI, Article A-3000 of the 2013 and earlier versions of the
ASME Boiler & Pressure Vessel Code [24]. It should be
noted that the 2015 and 2017 versions of that code [25]
employ a new procedure for subsurface (embedded) flaws
based on influence coefficients proposed in [26] that has
not yet been implemented in Grizzly, but will be in fu-
ture versions. The older method currently used by Grizzly
and FAVOR has been found to include significant conser-
vatism, so there is motivation to use this new procedure in
the future.

To compute the time-varying coefficients to the poly-
nomial expansion of the stress field, Grizzly provides two
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options. For 1D simulations in which there is no axial
or azimuthal variation in the stress field, the stress coef-
ficients are evaluated during the global model evaluation
by sampling the stress field at multiple points through the
thickness of both the cladding and base metal of the RPV.
A least-squares procedure is used to fit these to polynomi-
als of user-defined order, and the time histories of the co-
efficients to those polynomials are written out to comma-
separated value (CSV) text files. The temperature fields
are output in the same manner. The polynomial coeffi-
cients are then read in during the PFM analysis, and either
used directly to evaluate KI using Equation 7, or used to
sample the polynomial to evaluate needed stress or tem-
perature fields at specific locations.
Alternatively, for higher-dimensional simulations in

which these fields potentially vary axially or azimuthally,
the full finite element solution is written out to a mesh file,
typically using the ExodusII format [27]. During the PFM
phase of the analysis, the solution is read in from this file.
For a given flaw, a line of points is constructed extending
radially through the RPV wall at the flaw’s azimuthal and
axial position. The needed solution quantity is sampled at
those points, and least-squares fitting is used to construct
a polynomial of the desired order to represent the radial
variation of that quantity. It is important to note that the
fracture calculation in these scenarios considers through-
wall variation in stress fields at the flaw location, but does
not consider higher-order effects due to axial or azimuthal
variations in those fields.
The SIFIC procedure is referred to here as a reduced-

order approach becauseKI is computed from a small set of
input parameters (the coefficients to the polynomial repre-
sentation of the through-wall variation of the stress field).
Because it is based on a finite element framework, Griz-
zly also provides the ability to directly solve for the stress
fields around a flaw using a detailed 2D or 3D finite ele-
ment model. The flaw geometry can be represented either
by incorporating it in the mesh topology [28], or using the
extended finite element method (XFEM) [29, 30] to rep-
resent it as a mesh-independent discontinuity. For such an
analysis, the detailed fracture model can be constructed to
represent the material in the vicinity of the flaw. A given
transient can be directly simulated by prescribing bound-
ary conditions from the solution on the global RPVmodel,
or this capability can be used to develop SIFICs for con-
figurations not represented in the standard solutions.
Fracture analysis results for a representative flaw dur-

ing a PTS transient using both an SIFIC approach and an
XFEM simulation in Grizzly, compared with a reference
FAVOR solution are shown in Figure 3. This compares the
time history of KI at the deepest point of a circumferen-
tially oriented circular surface-breaking flaw with a depth
of 2.197 cm in the RPV in Figure 2 subjected to the PTS
transient in Figure 7. Grizzly SIFIC results are shown for

Figure 3: Comparison of time history of KI during the
representative PTS transient shown in Figure 7 for an axis-
aligned circumferential surface-breaking flaw in the RPV
shown in Figure 2. Grizzly SIFIC results use through-wall
stress solutions computed from 1D, 2D, and 3D Grizzly
global RPVmodels. These are comparedwith results from
a 3D Grizzly XFEM model and a FAVOR model of the
same flaw.

caseswhere stresses are computed from global 1D axisym-
metric, 2D planar and full 3D RPV models. The 1D and
2D models are the same models shown in Figure 2, while
the 3D model is an extrusion of that 2D mesh, to provide a
90°, quarter-symmetry representation of a ring of the belt-
line region. The XFEMmodel uses that same 90° 3D ring
mesh, but it is highly refined in the local region of the flaw.
In the XFEM model, KI is computed using an interaction
integral at points along the tip of the flaw, which is repre-
sented using XFEM. There is good agreement between all
these results.

3.4 Embrittlement Model
To compute the embrittlement, Grizzly employs the
EONY model [3, 15], which is one of the models offered
by FAVOR. Through-wall fluence variation is computed
using the procedure of [16], which is also used by FAVOR.

3.5 Probabilistic Fracture Analysis
Grizzly implements the procedure described in Section 2.4
to perform PFM analysis of either individual flaws or pop-
ulations of flaws. For the latter case, Monte Carlo sam-
pling is used to generate a set of realizations of parame-
ters describing the population of flaws in an RPV. Grizzly
closely follows the procedures of FAVOR as outlined in
Section 2.5 for generating the geometry, chemistry, and
unirradiated RTNDT parameters describing random real-
izations of the flaw population.
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The only difference in Grizzly’s flaw population gen-
eration relative to FAVOR is due to the fact that Grizzly
can consider spatial variation in the stress and tempera-
ture fields when performing PFM modeling based on 2D
or 3D models of the global RPV response. In addition
to the set of parameters describing flaw geometry used by
FAVOR (inner and outer depth, aspect ratio, and orienta-
tion), Grizzly also generates variables describing the axial
and azimuthal positions of the flaws. These parameters
are used to determine the spatial locations of the flaws for
evaluating local stresses and temperatures. Flaws are as-
sumed to be uniformly distributed axially and azimuthally
within forgings and plates, and are uniformly positioned
along the weld fusion lines in weld zones.

3.6 Grizzly Architecture for PFM
The MOOSE framework and the applications based on
it, such as Grizzly, are typically used to solve partial dif-
ferential equations (PDEs), and the pluggable interfaces
MOOSE provides to implement physics models are gen-
erally geared to such applications. However, MOOSE can
be run in a mode where it does not solve a PDE, but merely
steps through time. MOOSE also provides pluggable in-
terfaces for general-purpose models that are not necessar-
ily related to finite element modeling. The Grizzly PFM
capability was developed based on MOOSE, and makes
use of a variety of general MOOSE features to perform
operations such as reading solutions from meshes.
Like MOOSE, Grizzly is written in the C++ language

and has an object-oriented design. A set of base classes
that define the interfaces needed for the PFM functional-
ity are designed to have derived classes inherit from them
to provide specializations of the components for specific
purposes. Figure 4 shows a diagram of the set of base
classes used to define Grizzly’s PFM functionality and
their interdependencies. In the block-formatted Grizzly
input file, the user defines which specializations of each
of these objects are used, along with their associated pa-
rameters. For a PFM analysis, the user must specify all of
the classes shown in Figure 4. This system is very flexi-
ble in how these objects can be used together, and makes
it very straightforward to implement new models that pro-
vide portions of this functionality. A deterministic analy-
sis can be performed using only a subset of these classes
(KICalculator and the classes that it depends on).
A brief summary of these classes and the specializations

of their functionality provided via derived classes is pro-
vided in Table 1. Note that by convention, the name Base
is appended to the names of the classes in Figure 4 for
abstract base classes for which functionality must be pro-
vided by a derived class. There are several utility classes
in addition to those listed in Table 1 that query these ob-
jects to report statistics on the aggregate CPI from a set of

RPVFractureSampler

FlawData

FieldValueCalculator

FractureProbability

KICalculator

FluenceCalculator

EmbrittlementCalculator

VesselGeometry

PolynomialCoefficientCalculator

Figure 4: Dependency diagram of the classes used to pro-
vide Grizzly’s PFM functionality. The dashed arrows in-
dicate an optional dependency because only some of the
classes deriving from the indicated classes have that de-
pendency.

samples, or report results for individual flaws.

3.7 Parallel Implementation and Algorith-
mic Flow

There are a number of available probabilistic analysis tools
that can be used to generate random samples and drive ar-
bitrary codes to evaluate physics models using those sam-
ples, and perform statistical analysis on the results. Early
iterations of the Grizzly design attempted to use this ap-
proach. However it became evident that because the PFM
problem involves very large numbers of rapidly evaluable
samples, repeatedly calling Grizzly from a probabilistic
driver code to evaluate a single flaw results in significant
overhead, and hinders the efficiency of the analysis.

To avoid this overhead, the current design of Grizzly
generates the samples and processes the full set of samples
within a single instance of a Grizzly application. The full
set of data defining each flaw is stored in memory, and the
analysis loops through time, evaluating the full set of flaws
for each time step. This requires that a sufficient amount of
memory is available to store this data, but has the advan-
tage that it allows for each step of the global RPV model
results to be loaded only once, which avoids extra com-
putation. Figure 5 shows a flowchart of Grizzly’s PFM
process, including the loops through time steps and flaws.

Evaluating a large number of flaws can be a time-
consuming operation, and is a task that is readily per-
formed in parallel. This belongs to the class of problems
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Table 1: Descriptions of classes shown in Figure 4 that provide Grizzly’s PFM functionality. Inherited classes are
indented and shown below their respective base classes.
VesselGeometry Stores basic information about the RPV geometry, and provides ac-

cess to that information to a variety of classes that need that data.
RPVFractureSampler Generates the set of RPV realizations including the geometric and

chemistry variables associated with each flaw using the procedure de-
scribed in Sections 2.5.1 and 2.5.2.

FlawDataBase Stores the parameters for a population of flaws or a single flaw.
SingleFlawData Stores user-defined parameters for a single flaw
FlawDataFromSampler Stores randomly generated samples from RPVFractureSampler
FlawDataFromFile Stores data on a flaw population read from a CSV file, which could

have been generated from sampling in a previous run.
FieldValueCalculatorBase Computes the value of a field variable at a requested location.

FieldValueFromCoefficients Samples a polynomial using its coefficients to provide the field value.
FieldValueFromExodus Obtains an interpolated field value from an ExodusII mesh.
FieldValueFromFile Reads a field value directly from a CSV file.

EmbrittlementCalculatorBase Computes RTNDT.
EmbrittlementEONY Computes RTNDT using the EONY model.

FluenceCalculatorBase Computes the fluence at any position in the vessel.
FluenceAttenuatedFromSurface Implements a simple exponential decay function from a value pre-

scribed at the inner wetted surface for a given subregion.
KICalculatorBase Computes KI for the full set of flaws currently being considered for

each time step.
KIAxisAlignedROM Uses SIFICs to compute this for axis-aligned surface-breaking and

embedded flaws. This creates a set of lightweight objects that com-
pute KI for the various types of flaws, and also creates and uses in-
terchangeable objects for computing the SIFICs, allowing different
models to be easily implemented and used.

UserDefinedROM Computes KI using a user-defined set of SIFICs for a specific flaw
geometry

KIFromFile Directly reads a time history of KI for a single flaw from a CSV file
for use in a PFM calculation. This is primarily useful for debugging
purposes.

FractureProbability Computes CPI and the maximum CPI for each flaw being considered
over the course of the transient using information computed by the
other classes.

commonly described as “embarrassingly parallel” [31] be-
cause the individual flaw evaluations can be performed
independently, and the only required communication be-
tween processors is in computing the aggregate CPI for the
set of flaws in all RPV realizations, which may be evalu-
ated on different processors. To perform this evaluation in
parallel, Grizzly generates a subset of the flaw population
on each processor, evaluates CPI for that set of flaws on
each processor, and performs a parallel reduction to com-
pute the aggregate CPI for each RPV realization. The flaw
generation is performed using the same random number
stream regardless of the number of processors used, so that
an identical set of parameter samples is generated from a
given seed and the resulting CPI computations are inde-
pendent of the number of processors.

Figure 6 shows the parallel speedup as a function of
processor count for two Grizzly PFM calculations. This
scalability study was performed using up to 8 computing
nodes of a large cluster, each with 2 18-core processors.
This was run both for a simulation where the global re-
sponse is obtained by directly reading stress coefficients
from a 1D calculation, and for a case where the global
response is obtained from the mesh of a 2D simulation.
The 2D case involves much more computational effort per
flaw evaluation because it involves looking up field val-
ues from the mesh to compute stress coefficients. Both
cases show good parallel scalability with lower numbers
of processors, but the speedup begins to degrade when
the communication costs begin to be significant relative
to the costs of individual flaw calculations. Because the
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Figure 5: Algorithmic flow of Grizzly PFM analyses. This
is unique for a PFM code because the outer loop is over
time steps rather than flaws.

Figure 6: Parallel scalability of Grizzly probabilistic eval-
uations of large sets of RPV realizations. Speedup is
the ratio of the single processor wall clock time to the
multi-processor wall clock time, which is ideally equal
to the number of processors used. Results are shown for
100000 realizations of a single plate in an RPV with a to-
tal of 17406700 flaws with global results obtained from
a 1D simulation, and for 1000 realizations with a total of
174067 flaws with global results from a 2D simulation.

flaw evaluations are much more computationally expen-
sive for the 2D case, its parallel scalability is closer to the
ideal scenario with higher processor counts. This parallel
evaluation capability provides significant practical advan-
tages, allowing for rapid evaluation of a very large number
of RPV realizations, which is often necessary for conver-
gence of the Monte Carlo simulations. The simulations
presented in this paper took advantage of this capability,
and the 2D and 3D cases were run on up to 360 processors.

4 Benchmarking
In the process of Grizzly development, the major compo-
nents of the code were benchmarked by comparison with
FAVOR to ensure the algorithms were correctly imple-
mented. These include the capabilities for modeling the
global RPV response, deterministic and probabilistic frac-
ture of a single flaw, and random sampling. Once these
individual components were benchmarked, PFM results
on randomly generated flaw populations were compared
against FAVOR equivalents. Such a comparison is more
involved than a comparison of individual components be-
cause the randomly generated samples will not be the same
between the two codes, but with a sufficient number of
RPV realizations, the average CPI computed by the two
codes should be close if they are implementing the same
sampling strategies and deterministic algorithms.

For benchmarking purposes, a particularly aggressive
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Figure 7: Temperature and pressure histories applied
to RPV for benchmarking simulations and plume effect
demonstrations. The “Global Temperature” is a tempera-
ture applied uniformly to the inner surface of anRPVwhen
a spatially uniform temperature is assumed. The “Plume
Temperature” is used here to represent the temperature his-
tory applied in a plume region. The “Plume Temperature”
is a notional approximation of the more rapid cooling that
would occur near an inlet.

PTS transient history with a low frequency of occurrence
from a FAVOR benchmark problemwas applied to a PWR
RPV with prototypical dimensions. Figure 7 shows these
histories. To test the global RPV response and determin-
istic KI calculations, time histories of stress for a num-
ber of through-thickness locations and KI for a variety of
flaw geometries were compared, and found to match very
closely. A representative comparison under this transient
for one specific flaw geometry was shown in Figure 3. Re-
sults from a set of benchmarking calculations for a wide
range of specific axis-aligned flaw geometries is available
in [30]. A time-varying heat transfer coefficient between
the coolant and vessel can be specified, although for sim-
plicity, a constant value of 56.8 kW/(m2K) was used in all
analyses in this paper.
A set of benchmarking analyses were performed using

a single plate region within an RPV represented using 1D,
2D, and 3D models of the global RPV thermo-mechanical
response. Figure 8 shows the 2D and 3D models used to
represent the global RPV response in the region of inter-
est. The plate of interest, shown as a darker region in the
models in Figure 8, spans 80°, and has a height of 0.30
m. The RPV inner radius (2.197 m), cladding thickness
(4.064 mm), and total wall thickness (21.92 cm) are the
same as those used previously for the results shown in Fig-
ures 2 and 3.
The 2D model uses a generalized plane strain represen-

Figure 8: 2D (top) and 3D (bottom) models used to com-
pute global RPV response for benchmarking response of a
single 80° plate positioned at the center of the 90° quarter-
symmetry models with FAVOR under uniform loading
conditions. These models are also used for demonstrat-
ing modeling of an idealized coolant plume effect by ap-
plying a more rapidly-decreasing temperature history to a
10° wide portion of the panel shown in blue in these mod-
els. The red dots in these figures indicate the locations
of the set of flaws in a single random realization of the
flaw population, and the line of white dots passing through
each red dot indicates the set of points where the stress was
sampled from the global model for computing stress coef-
ficients used in the KI calculation.
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tation for the out-of-plane response. The 3D model im-
poses a fixed displacement boundary condition on the bot-
tom surface in the vertical direction, and imposes a con-
straint that the vertical displacement be equal across the
top surface. The 1D model (shown in Figure 2) consists
of a single row of line elements and imposes axisymmet-
ric conditions for the computation of the hoop strains. The
strains in the axial direction are uniform across the model
and are computed to ensure that the area integral of the
axial stress is equal to the force applied that axial direc-
tion by the internal pressure in the RPV. This is a 1D
version of the generalized plane strain condition used in
the 2D model. All models use 2nd-order finite elements
(Quad9 and Hex27 for 2D and 3D models, respectively),
with strong biasing to have more elements near the inner
surface.
The same seedwas used to generate the random samples

used in the 1D, 2D, and 3D benchmark models for uniform
conditions, so the sampled flaw populations were identical
in all cases. Azimuthal and axial positions are generated
for all flaws, but these are only used where applicable in
higher-dimensional models (both are used for 3D models,
only the azimuthal position is used for 2D planar models,
and neither are used for 1D models). These models all as-
sume that the RPV has been subjected to 40 effective full
power years, and exposed to a uniform neutron fluence of
4.0x1019∕cm2 on the inner surface, with a coefficient of
variation (COV) of 0.118 for sampling fluence for a given
plate region, and a COV of 0.056 for sampling fluence for
individual flaws. For steel chemistry sampling, mean val-
ues for the single subregion of Cu, Ni, Mn, and P content
(weight %) are specified as Cusubr = 0.2, Nisubr = 0.6,
Mnsubr = 1.3, and Psubr = 0.01, and the standard devia-
tions of the normal distributions used to sample Cu, Ni,
and P for plates are �Cu,RPV = 0.0073, �Ni,RPV = 0.0244,and �P,RPV = 0.0013. The initial unirradiated nil-ductilityreference temperature, RTNDT0 is 10.0°C , and the stan-
dard deviation of that quantity is 9.44°C .
The mean values for the chemistry content and RTNDT0are representative of values for plates as tabulated in the

FAVOR theory manual and in the Reactor Vessel Integrity
Database [32]. The values used for the COV of fluence
and standard deviation of RTNDT0 are representative val-ues from FAVOR examples, and the standard deviations
for the chemistry variables are recommended values from
FAVOR. It should be noted that the parameters used were
intentionally chosen to cause relatively high embrittlement
within the representative regime to facilitate benchmark-
ing with a reasonable number of Monte Carlo iterations.
Cases with low failure probability have increased scatter
in the results, requiring more Monte Carlo iterations to
demonstrate convergence.
To benchmark the Grizzly implementation of the ran-

dom sampling scheme, histograms of the individual

sampled variables were compared against those gener-
ated from FAVOR using the same set of parameters for
this plate. Populations of both embedded and surface-
breaking flaws have been generated, and Grizzly identi-
cally matched the number of flaws in FAVOR. The ex-
amples presented here focus on the population of embed-
ded flaws. Figure 9 shows comparisons of distributions of
some of the sampled variables between Grizzly and FA-
VOR for the embedded flaw population for 100000 real-
izations of this single-plate RPV model.

Overall, there is very good agreement between the sam-
ples generated by Grizzly and FAVOR. The sampling pro-
cedure for the Mn concentration involves using sampling
one distribution to obtain parameters for another distribu-
tion, and has the largest discrepancy between Grizzly and
FAVOR of any of the chemistry variables. A minor dis-
crepancy between the codes was found in the sampled in-
ner flaw tip depth. FAVOR uniformly distributes the flaws
separately over the inner and outer half of the RPV, but
uses the midpoint of the total RPV thickness, rather than
of the base metal, for the dividing point between those re-
gions. This results in a slightly increased flaw density on
the inner half, and a corresponding decreased density in
the outer half. For cool-down transients, this is conserva-
tive, and results in a small increase in the computed CPI.
Grizzly’s sampling procedure distributes flaws uniformly
through the base metal. To make the two codes as con-
sistent as possible for benchmarking, a minor adjustment
was made to FAVOR to match Grizzly’s behavior, and the
FAVOR results presented here use that adjustment.

Once the global RPV response, KI solutions, and sam-
pled variables have been favorably compared between
Grizzly and FAVOR, the two codes can be compared on a
full PFM calculation with a large number of RPV realiza-
tions of the same RPV. Because Grizzly and FAVOR use
different random number generators, their random flaw re-
alizations should differ, and accordingly, the Monte Carlo
convergence histories should also differ, but the mean CPI
computed by the two codes should converge to the same
value with a sufficiently large number of RPV realizations.
Figure 10 shows the convergence history of the mean CPI
of the single plate with the embedded flaw population con-
sidered here for the Grizzlymodels (1D, 2D, and 3D) com-
pared with FAVOR. There is significant variation in the
computed CPI between RPV realizations, especially for
cases with lowCPI. Because of this, themean CPI changes
significantly early in the Monte Carlo iteration history.

It is clear that a large number of RPV realizations must
be run before the Monte Carlo simulation can be con-
sidered converged. After 100000 RPV realizations, the
mean CPI values computed by Grizzly are 3.27 × 10−5,
3.27×10−5, and 3.28×10−5, for the 1D, 2D, and 3Dmod-
els, respectively, while the corresponding FAVOR result is
3.44 × 10−5 (approximately 5% difference between Griz-
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Figure 9: Comparisons of histograms of representative
sampled variables over 100000 random realizations of the
single plate used for benchmarking between Grizzly and
FAVOR, showing (from top to bottom) flaw size, flaw as-
pect ratio, depth to inner flaw tip, Cu concentration, Mn
concentration, and RTNDT0

Figure 10: Comparison of mean CPI as a function of the
number of RPV realizations between Grizzly models (1D,
2D, and 3D) and FAVOR. The FAVOR 1D and Grizzly
1Dmodels were run to 500000 realizations to demonstrate
convergence, while the Grizzly 2D and 3D models were
run to 100000 iterations.

zly 1D and FAVOR). To show that Grizzly and FAVOR
eventually converge to the same solution with enough it-
erations, the 1D Grizzly model and FAVOR model were
both run to 500000 iterations, at which point CPI from
the 1D Grizzly model is 3.30 × 10−5, while the FAVOR
counterpart is 3.34 × 10−5 (approximately 1% difference).
All other models shown in the remainder of this paper use
100000 RPV realizations.

The 2D and 3D Grizzly models should compute nearly
identical results to the 1D Grizzly model because of the
uniform loading conditions. The discrepancies between
those models are very minor, and are attributable to sub-
tle differences in the finite element discretizations and the
ways that fields are interpolated and sampled. This exam-
ple provides evidence that Grizzly implements the FAVOR
algorithms for CPI calculation, and that those procedures
work consistently for 1D, 2D, and 3Dmodels of the global
RPV response.

The computational costs of the PFM analysis increase
significantly going from 1D to 2D and 3D models because
of the effort involved in extracting field values from a large
mesh database. For 100000 RPV realizations, the 1D sim-
ulations took about 1 minute on 18 processors, while the
2D simulation required about 2 hours on 360 processors
and the 3D simulation took about 20 hours on 360 proces-
sors. There are multiple ways the algorithm could be op-
timized for improved efficiency with higher dimensional
models that will be considered in future development.
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5 Probabilistic Fracture Mechan-
ics Demonstration on Higher-
Dimensional Model

To demonstrate Grizzly’s ability to perform PFM calcu-
lations considering local nonuniformities in the RPV re-
sponse, the same RPV models used in the benchmark-
ing study of the previous section have been modified to
demonstrate how coolant plume effects can be considered
on a population of flaws. The same transient used previ-
ously for the uniform cases is applied to the plate, except
that the notional plume temperature history shown in Fig-
ure 7 is applied to a 10° wide region at the center of the
plate (shown in blue in Figure 8) intended to represent a
region near the inlet. It has been shown in [9] that the CPI
for individual flaws can increase by orders of magnitude
in the presence of plume effects.
It is important to emphasize here that this analysis is in-

tended only to demonstrate Grizzly’s capability to include
plume effects, and does not represent an actual PTS sce-
nario, which would require a detailed 3D fluid dynamics
analysis to provide a realistic temperature distribution in
the plume region. The temperature applied to the plume
region is 100°C lower than the global temperature during
the initial cooling phase, until it reaches theminimum tem-
perature in the global history, at which point it remains
constant until the temperature rises, when it tracks the
global temperature. It is also important to note that the
plume effects will be most pronounced immediately ad-
jacent to an inlet, which is above the beltline region of
the RPV that experiences the highest irradiation. The me-
chanical boundary conditions and irradiation conditions
used the uniform case in the previous section were as-
sumed here, which likely result in increased mechanical
constraint and embrittlement relative to actual conditions.
The 2D and 3D global models of the RPV panel shown

in Figure 8 were both run with the plume temperature his-
tory applied to a local region. Figure 11 shows profiles
of the temperature and hoop stress fields at one point dur-
ing the transient for the 3D model. The 2D results are not
shown, but they are similar to the fields on the cutaway
midplane surface on the top of the 3D models shown. The
plume temperature history clearly results in significantly
elevated stresses and decreased temperatures in its vicin-
ity, both of which tend to increase susceptibility to frac-
ture.
The PFM procedure was run using the same 100000

RPV realizations that were used in the uniform cases, but
using the global response from the 2D and 3D plumemod-
els. Figure 12 shows a scatter plot of the spatial location of
all flaws with nonzero CPI in all RPV realizations, colored
by CPI. For comparison purposes, the results from the 2D
benchmark case in the previous section (which are nearly

Figure 11: Cutaway view of 3D model of RPV panel
(with vertical and horizontal cuts through the center of the
model) showing hoop stress (top) and temperature fields
in the vicinity of the plume region 900 s into transient
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Figure 12: Scatter plots showing flaw tip positions for all
flaws in all 100000 RPV realizations with nonzero CPI
in terms of depth from inner wetted surface to flaw tip
and azimuthal coordinate, color coded by maximum CPI.
Results are shown for the 2D model with uniform tem-
perature (top), the 2D plume model (middle), and the 3D
plume model (bottom).

identical to those of the uniform 3D case) are shown. As
expected, the flaws closer to the inner surface have signifi-
cantly higher CPI, and there is little azimuthal variation. In
the 2D and 3D plume cases, there is a significant increase
in the number of flaws with nonzero CPI in the plume re-
gion. Both the density of flawswith highCPI and the depth
of the region containing flaws with high CPI are markedly
increased. This effect is more pronounced in the 2Dmodel
than the 3D model because it represents the plume region
as extending infinitely in the axial direction, so the top and
bottom of the panel considered have experience more ag-
gressive stress and thermal conditions than they do in the
3D model.
Figure 13 shows similar scatter plots for the 3D mod-

els with uniform and plume conditions, but using coordi-
nates of relative temperature and KI at the point in time
when flaws reached their maximum CPI. There is clearly a

Figure 13: Scatter plots showing flaws with nonzero CPI
plotted in terms of relative temperature andKI at the pointin time when maximum CPI is reached. These are shown
for the 3D uniform loading case (top) and 3D plume case
(bottom).

significant increase in the number of flaws with high CPI
across a broad range of temperature and KI conditions inthe plume case relative to the uniform case.
After 100000 RPV realizations, the 2Dmodel predicted

a mean CPI of 1.03 × 10−3, while the equivalent for the
3D model was 2.86×10−4. Based on the previous discus-
sion, the higher CPI for the 2D model is expected, and it is
clear that using reduced dimensionality representations of
the global response with local nonuniformities can intro-
duce excess conservatism. Both of these results represent
CPI values significantly higher than the baseline uniform
CPI of 3.28 × 10−5 (for the 3D Grizzly model). Although
this is not intended to represent an actual RPV, this does
indicate that this warrants further investigation with more
representative conditions.

6 Summary
TheGrizzly code is being developed to address a variety of
aging mechanisms in LWR components, including RPVs,
which are a high priority research focus. Grizzly provides
a modern, flexible architecture that makes it easily exten-
sible, able to address effects that can only be considered
with a higher-dimensional code, and able to take advan-
tage of multi-processor computers. This allows Grizzly to
serve as a tool to enable fundamental material embrittle-
ment research being performed under the LWRS program
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to be used in engineering analyses of the effects of RPV
embrittlement.
An overview of Grizzly’s modular architecture and al-

gorithmic flow have been provided, along with a summary
of benchmarking against FAVOR, which represents the
current state of the art code in this area. The local effects of
a coolant plume on the probabilistic response of a portion
of an RPV containing a population of flaws has been eval-
uated with this tool using higher-dimensional representa-
tions of the global response of the RPV to the transient to
demonstrate its applicability to such problems. These re-
sults with contrived conditions clearly indicate that this
effect warrants further investigation with more realistic
models of actual RPV geometry and plume conditions.
Grizzly is still under active development, and currently

provides a fully usable, although limited PFM analysis ca-
pability. It is still missing important features such as the
ability to consider warm prestressing effects, compute the
conditional probability of failure considering crack propa-
gation and arrest, and assess multiple transients in a single
calculation, but these are readily permitted by Grizzly’s
code architecture, and will be incorporated in the future.
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